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Teaching CRAAP to Robots: 
Artificial Intelligence, 
False Binaries, and 
Implications for 
Information Literacy
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Previously on CLAPS...



The slides from that presentation are available at 
kevinseeber.com/claps2016.pdf

I talked about first-year library instruction and 
how we often rely on problematic binaries.

http://kevinseeber.com/claps2016.pdf


Lots of library instruction 
sessions that focus on 

“evaluation” tend to rely on 
checklists and binaries.



GOOD BADOne of the more 
frequently used 
models is the 

“CRAAP Test,” 
though there are 

others.

Currency

Relevancy

Accuracy

Authority

Purpose



This list was compiled by Beene, 
Jankowski, Russo, and Townsend 

for their panel presentation, 
“The container conundrum: 

Using a contextual approach to 
source evaluation,” at 

Library Instruction West 2018. 

Their handout: 
http://tinyurl.com/containerconundrum

Their list of models:
http://tinyurl.com/ybrxzss3

http://tinyurl.com/containerconundrum
http://tinyurl.com/ybrxzss3


Here are some things you can 
read about checklists:

Caulfield, M. (2018, February 18). Recognition is futile: Why checklist approaches to information 
literacy fail and what to do about it [Blog post]. Retrieved from 
https://hapgood.us/2018/02/18/recognition-is-futile-why-checklist-approaches-to-information-lit
eracy-fail-and-what-to-do-about-it/

Heinbach, C. (2018, July 19). Checklists are not enough: Exploring emotional intelligence as information 
literacy. Presentation at Library Instruction West. Grand Junction, CO. Retrieved from 
https://bit.ly/liwfeelingsIL

Seeber, K. (2016, March 18). Wiretaps and CRAAP [Blog post]. Retrieved from 
https://kevinseeber.com/blog/wiretaps-and-craap/

Meola, M. (2004). Chucking the checklist: A contextual approach to teaching undergraduates web-site 
evaluation. portal: Libraries and the Academy, 4(3), 331-344. 
https://doi.org/10.1353/pla.2004.0055

https://hapgood.us/2018/02/18/recognition-is-futile-why-checklist-approaches-to-information-literacy-fail-and-what-to-do-about-it/
https://hapgood.us/2018/02/18/recognition-is-futile-why-checklist-approaches-to-information-literacy-fail-and-what-to-do-about-it/
https://bit.ly/liwfeelingsIL
https://kevinseeber.com/blog/wiretaps-and-craap/
https://doi.org/10.1353/pla.2004.0055


While these kinds of checklists 
might have served a purpose 
in the past, our information 

context has changed.



This chart was created by the International Telecommunications Union (ITU) 
and reflects the increase in Information and Communication Technology (ICT) 

use around the world since 2001. The ITU Statistics page has all sorts 
of interesting information, and is available at 

https://www.itu.int/en/ITU-D/Statistics/Pages/stat/default.aspx

https://www.itu.int/en/ITU-D/Statistics/Pages/stat/default.aspx


More people around the world 
have more access to creating, 

sharing, and retrieving 
information than ever before.



The recent increase in access 
has been accompanied by 

growing concerns regarding 
the veracity of online 

information.



-Hamlet, while teaching a 
one-shot.

Be thy intents wicked or  
charitable,
Thou comest in such a 
questionable shape



Consider the widespread 
fear of “foreign actors” 

seeking to exert influence 
with “fake” information.



This expansion clearly predates the 2016 election. I think that much of 
the recent hand-wringing in the U.S. about “information overload” and 

accompanying concerns over quality of online information is a manifestation 
of techno-nationalism now that the Global South has access to 

internet-connected devices.



Techno-nationalism is when 
governments seek to have 

sovereignty over the 
(information) technology used 
in their countries, and build an 

identity around that technology.



Put another way, it was fine 
when primarily affluent white 

people in the west were online, 
but now that other people have 
Twitter, facts don’t exist and 

the internet is a national threat.



The “fake” information 
discussion echoes the concerns 
expressed regarding so-called 

“predatory publishing” in 
scholarly communication.



“Even when open scholarship from the margins can be found, 
there still exists a bias in the way we evaluate and validate it. 
Just take a look at the predatory publishing scare, being led in 

large part by Beall’s list and others like it… There is a clear 
anti-global south bias in the way publishers and publications get 

evaluated for predatory status. Materials from, say India or 
China or Guatemala, are viewed askance and their quality 

rigorously questioned, while that same material, if it came from 
the U.S. or Canada or the UK, would be readily accepted.”

Hathcock, A. (2016, February 8). Open but not equal: Open 
scholarship for social justice [Blog post]. Retrieved from 
https://aprilhathcock.wordpress.com/2016/02/08/open-but-
not-equal-open-scholarship-for-social-justice/

https://aprilhathcock.wordpress.com/2016/02/08/open-but-not-equal-open-scholarship-for-social-justice/
https://aprilhathcock.wordpress.com/2016/02/08/open-but-not-equal-open-scholarship-for-social-justice/


Here are some things you can 
read about techno-nationalism:

Charland, M. (1986). Technological nationalism. Canadian Journal of Political and Social Theory, 
10(1-2), 196-220. https://journals.uvic.ca/index.php/ctheory/article/viewFile/14083/4854

Montresor, S. (2001). Techno-globalism, techno-nationalism and technological systems: Organizing the 
evidence. Technovation, 21(7), 399-412. https://doi.org/10.1016/S0166-4972(00)00061-4

Rajan, A. (2018, September 8). Techno-nationalism could determine the 21st century. BBC News. 
Retrieved from https://www.bbc.com/news/technology-45370052

Technological nationalism. (n.d.). In Wikipedia. Retrieved November 12, 2018, from 
https://en.wikipedia.org/wiki/Technological_nationalism

https://journals.uvic.ca/index.php/ctheory/article/viewFile/14083/4854
https://doi.org/10.1016/S0166-4972(00)00061-4
https://www.bbc.com/news/technology-45370052
https://en.wikipedia.org/wiki/Technological_nationalism


It’s Time for a Check-In!
Checklists are over-simplified and 
problematic.
The “fake” narrative can be tied to 
nationalistic discourse.

I haven’t even gotten to the part 
about artificial intelligence yet.



It turns out that lots of people 
care about the quality of online 

information.



How can we keep up when 
there’s just SO MUCH 

information to evaluate?



This question brings us to 
Artificial Intelligence (AI) 
and a specific field called 

“Sentiment Analysis.”



Sentiment Analysis is “the use of natural language processing, 
text analysis, computational linguistics, and biometrics to 

systematically identify, extract, quantify, and study affective 
states and subjective information. Sentiment analysis is widely 
applied to voice of the customer materials such as reviews and 

survey responses, online and social media, and healthcare 
materials for applications that range from marketing to customer 

service to clinical medicine.” (Emphasis added)

Sentiment analysis. (n.d.). In Wikipedia. Retrieved November 12, 
2018, from https://en.wikipedia.org/wiki/Sentiment_analysis

https://en.wikipedia.org/wiki/Sentiment_analysis


In other words, sentiment 
analysis is AI that reviews 
(lots of) text to quantify 

emotion and identify bias.



“With the advent of the Social Web, the way people express 
their views and opinions has dramatically changed. Reviews, 
forums and blogs now represent huge sources of information 
with many practical applications. However, finding opinion 

sources and monitoring them can be a formidable task 
because there are a large number of diverse sources and each 

source may also have a huge volume of opinionated text. 
Thus, automated opinion discovery and summarization 

systems are needed.” (Emphasis added)

Bisio, F., Meda, C., Gastaldo, P., Zunino, R., & Cambria, E. (2017). 
Concept-level sentiment analysis with SenticNet. In E. Cambria, 
D. Das, S. Bandyopadhyay, & A. Feraco (Eds.), A Practical Guide 
to Sentiment Analysis (pp. 173-188). Cham: Springer.



How does one automate 
evaluation?



“The human brain is a very complex system, maybe the 
most complex in nature. The functions it performs are the 
product of thousands and thousand of different subsystems 

working together at the same time. Common-sense 
computing involves trying to emulate such mechanisms and, 

in particular, at exploiting common-sense knowledge to 
improve computers’ understanding of the world.”

Cambria, E. & Hussain, A. (2015). Sentic computing: A 
common-sense based framework for concept-level sentiment 
analysis. Cham: Springer.



What does common-sense 
understanding look like?



This figure is from the 2012 
article “Sentic PROMS: 
Application of sentic 

computing to the 
development of a novel 
unified framework for 
measuring health-care 
quality.” It appeared in 
volume 39 of the journal 

Expert Systems with 
Applications, and was 
authored by Cambria, 

Benson, Eckl, and Hussain.



“The main advantage over other emotion categorization 
models is that [the Hourglass of Emotions] allows emotions 

to be deconstructed into independent but concomitant 
affective dimensions, whose different levels of activation 

make up the total emotional state of the mind… The model 
can potentially synthesize the full range of emotional 
experiences in terms of four affective dimensions, 
Pleasantness, Attention, Sensitivity, and Aptitude.” 

(Emphasis added)

Bisio, F., Meda, C., Gastaldo, P., Zunino, R., & Cambria, E. (2017). 
Concept-level sentiment analysis with SenticNet. In E. Cambria, 
D. Das, S. Bandyopadhyay, & A. Feraco (Eds.), A Practical Guide 
to Sentiment Analysis (pp. 173-188). Cham: Springer.



Programmers are 
training AI to review language 
and separate biased/emotional 

information from facts.



REMINDER: ALL 
INFORMATION IS DERIVED 
FROM INTERPRETATION 
AND THEREFORE ALL 

INFORMATION IS BIASED.



Parsing “opinionated” 
information implies other 

information isn’t opinionated. 
But “fact” vs. “opinion” is a 

false binary. 



Choosing to observe something 
and record it as a fact is in and 

of itself a biased act.



Another Check-In!
Groups other than librarians are 
discussing how to evaluate info.
That evaluation is informing AI 
developments.

These algorithms are built on false 
binaries.



What would it mean to deploy 
AI to identify and suppress 

so-called “fake news?”



We’re there now.



This is how programmers are 
teaching their algorithms to 

evaluate information:



“Model the website’s URL credibility by 
analyzing whether it (i) uses https://, (ii) 
resides on a blog-hosting platform such as 

blogger.com, and (iii) uses a special top-level 
domain, e.g., .gov is for governmental websites, 

which are generally credible and unbiased.”

Baly, R., Karadzhov, G., Alexandrov, D., Glass, J., & Nakov, P. 
(2018). Predicting factuality of reporting and bias of news 
media sources. arXiv preprint. arXiv:1810.01765. 



“We argue that analysis of the 
content of the news articles… 
should be critical for assessing 
the factuality of its reporting, 

as well as of its potential bias.”

“These features are used to 
analyze the following article 

characteristics:”



There’s something very familiar 
about all of this...



GOOD BAD

Oh, right.

Currency

Relevancy

Accuracy

Authority

Purpose



Programmers are teaching 
their algorithms using 

the same over-simplified, 
problematic infolit checklists 

that instruction librarians 
have been using for the 

past two decades. 



Who would think that more AI is 
the solution to this situation?



“But what, exactly, can be done? Nobody is really sure what will work, but 
[tech leaders] had a few ideas. 

J. Galen Buckwalter, best known as the brains behind eHarmony’s patented 
algorithm for matching singles profiles on its dating site, suggested that AI could 
potentially revamp social media ‘into an antidote for authoritarian thinking.’

However, [Danah] Boyd [a researcher at Microsoft and founder of the Data & 
Society Research Institute] expressed concern that AI could be subverted as well. 
She noted that groups of social media hackers that use the dark web to share 
tools and strategies have started to address AI. Among the thought experiments 
they’re now toying with is how to affect ‘core data sources to mess with the 
natural language processing systems.’”

Perry, T.S. (2017, November 14). Tech leaders dismayed by 
weaponization of social media. IEEE Spectrum. Retrieved from: 
https://spectrum.ieee.org/view-from-the-valley/telecom/internet
/tech-leaders-dismayed-by-weaponization-of-social-media

https://spectrum.ieee.org/view-from-the-valley/telecom/internet/tech-leaders-dismayed-by-weaponization-of-social-media
https://spectrum.ieee.org/view-from-the-valley/telecom/internet/tech-leaders-dismayed-by-weaponization-of-social-media


“Technology is to blame, 
therefore technology must 

be the solution.”
-People who are wrong.



What exactly does 
“information literacy” become 

in a context where 
“factual information” 

is determined by a machine?



Over-simplification is not 
the solution and technology 

will not save us. 
Problematize everything.



But how can we problematize 
something as ubiquitous as 

algorithms?



Oh, right.



“The insights about sexist or racist biases that I 
convey here are important because information 

organizations, from libraries to schools and 
universities to governmental agencies, are 

increasingly reliant on or being displaced by a variety 
of web-based ‘tools’ as if there are no political, 
social, or economic consequences of doing so.” 

Noble, S.U. (2018) Algorithms of oppression: How search engines 
reinforce racism. New York: NYU Press.



Unlike the Google Search 
algorithm addressed by Noble, 

this “fake news” AI is being 
developed in the open.



Let’s return to that example of 
the “fake news” algorithm:



“Qatar Computing Research Institute (QCRI) is a national research 
institute… [that] supports Qatar Foundation’s mission by helping to 
build Qatar’s innovation and technology capacity. It is focused on 
tackling large-scale computing challenges that address national 

priorities for growth and development… In doing this, QCRI conducts 
world-class multidisciplinary computing research that is relevant to 

the needs of Qatar, the wider Arab region, and the world. We perform 
cutting-edge research in such areas as Arabic language technologies, 
social computing, data analytics, distributed systems, cyber security 

and computational science and engineering.” (Emphasis added)

Qatar Computing Research Institute. (2018). About us. Retrieved 
from https://www.qcri.org/about-qcri

https://www.qcri.org/about-qcri


One of the organizations 
responsible for this research is 
committed to supporting the 

government of Qatar.



“The outspoken Qatari TV broadcaster, Al Jazeera, has transformed 
the media landscape in the rest of the Arab world but ignores what 

happens in Qatar itself. The Doha News website continues to be 
blocked within Qatar. Journalists in this small emirate are left little 

leeway by the oppressive legislative arsenal and the draconian system 
of censorship. The government, the royal family, and Islam are off 
limits to reporters (as in the rest of the Persian Gulf) and violators 

risk imprisonment. A cyber-crime law adopted in late 2014 imposed 
additional restrictions on journalists and criminalized posting ‘false 

news’ online.” (Emphasis added)

Reporters Without Borders. (2018). Qatar. Retrieved from 
https://rsf.org/en/qatar

https://rsf.org/en/qatar


This algorithm is designed to 
detect “fake news.” It is being 

developed in a country that 
does not have a free press, 

where “fake news” is a crime.



Remember, this is how they 
have programmed their algorithm 

to evaluate information:
“.gov is for governmental websites, 

which are generally credible and unbiased.”

Baly, R., Karadzhov, G., Alexandrov, D., Glass, J., & Nakov, P. 
(2018). Predicting factuality of reporting and bias of news 
media sources. arXiv preprint. arXiv:1810.01765. 



“Fake news” became a crime 
in Qatar a full two years 

before the American 
Presidential Election of 2016.



I’m not picking on Qatar. 
The weaponization of 

algorithms is a global concern, 
this is just a recent example.



This issue of “fake” 
information goes beyond the 
current situation in the U.S. 
This is about authoritarian 

control of information access.



These algorithms can and will 
be exploited by authoritarians 

with nationalistic aims.



That’s a lot to hit you 
with, so here’s a picture 

of my orange tabby, 
Oscar J. Computer, 

whom we affectionately 
call “Bill.” He is on a 
table next to a dozen 

white roses.



What do we do?
Remember that while the focus is on 
tech, this is about humans.
Reject over-simplified and ahistorical 
explanations.

Problematize the processes that got 
us here, and now claim to save us.



What questions do you have?

These slides are available online: 
https://kevinseeber.com/claps2018.pdf

Email: kevin.seeber@ucdenver.edu
Twitter: @kevinseeber

https://kevinseeber.com/claps2018.pdf
mailto:kevin.seeber@ucdenver.edu
https://twitter.com/kevinseeber

